
Challenges in Ubiquitous Context Recognition with
Personal Mobile Devices

Marcus Handte, Umer Iqbal, Wolfgang Apolinarski, Pedro José Marrón
Networked Embedded Systems Group

University of Duisburg-Essen
Duisburg, Germany

firstname.lastname@uni-due.de

ABSTRACT
Ubiquitous computing applications are required to provide
distraction-free task support by reacting on different context
characteristics. With the wide-spread use of personal mobile
devices, many users are in possession of a powerful platform
for context recognition. This, in theory, should allow the
recognition of a number of characteristics which a user ex-
periences during the course of daily routine. However, in
order to be suitable for personal mobile devices, existing
systems are considering a small and static set of characteris-
tics for a particular application. This enables the developers
to manually optimize their systems. Yet, it limits the ap-
plicability of the systems to narrowly defined scenarios. We
argue that context recognition systems must take hetero-
geneity into account in order to be practically applicable to
ubiquitous computing on a large scale. Specifically, future
systems must find ways to accommodate the heterogeneity
of tasks and users which results in three novel research chal-
lenges, namely the dynamic integration, privacy-preserving
cooperation and automatic personalization of context recog-
nition systems. In this paper, we motivate these challenges
and outline ways to address them.

Categories and Subject Descriptors
D.2.11 [Software Engineering]: Software Architectures

General Terms
Context Recognition, Systems, Algorithms
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1. INTRODUCTION
Ubiquitous computing envisions applications which pro-

vide seamless and distraction-free support for the everyday
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tasks of their users. In order to realize this vision appli-
cations must be able to adapt to the dynamics of the sur-
rounding environments and to varying user requirements.
Thereby, the adaptation must be performed automatically
in order to ensure that the application adaptation does not
conflict with the goal of providing a distraction-free user ex-
perience. This, in turn, requires applications to consider a
broad range of characteristics of the user’s context at run-
time. Examples for these characteristics include the user’s
current location, activity and goals.

The automatic recognition of such context characteristics
is a non-trivial multi-step process which can be broadly di-
vided into three phases, namely sampling, preprocessing and
classification. Sampling refers to capturing of raw data from
one or more sources such as samples from microphone, ac-
celerometer and camera, etc. Preprocessing involves removal
of noise, selection of samples and extraction of features, e.g.,
applying low pass filter on the samples from the accelerome-
ter. Classification involves deriving meaningful information
from preprocessed samples, e.g., detecting whether the fea-
tures extracted from a raw audio feed refer to speech or
music. In the following, we use the term recognition stack
to refer to these steps altogether.

Personal mobile devices such as smart mobile phones and
personal digital assistants provide a promising basis for de-
termining user context in an automated manner on a large
scale. The reasons for this are manifold. First and foremost,
personal mobile devices are self-contained and do not require
additional infrastructure support, but existing cellular and
wireless local area networks can provide the backbone for
device interaction if needed. Secondly, though these devices
are resource-constrained when compared to desktop comput-
ers, the newer generations are designed to support complex
tasks such as displaying a high-resolution movie. As a con-
sequence, the devices are mostly not utilized to their fullest
capacity, leaving enough resources to perform context recog-
nition. Thirdly, with a variety of on-board sensor, personal
mobile devices have access to both physical and virtual data
sources which allows multi-modal context recognition with
high precision. Lastly, since the devices are carried by their
users continuously, the device’s context is tightly correlated
to the user’s context.

In summary, these characteristics have contributed to the
development of number of context recognition systems for
personal mobile devices. The recognition stacks applied by
existing systems are usually fine-tuned for specific require-
ments in order to provide reasonably accurate results while
requiring limited resources. Although, these stacks are suit-



able for accurately detecting desired characteristics, they
cover only a narrow set that can be detected by one device.
Moreover, due to the resource-constraint nature of personal
mobile devices, developers have usually concentrated on pro-
viding solutions for a concrete application of a particular
type of user, thus, limiting the practical applicability to a
particular scenario.

The vision of ubiquitous computing, however, extends be-
yond the boundaries of a single scenario as it envisions seam-
less support for everyday tasks. As a consequence, by sup-
porting a particular scenario, existing context recognition
systems only make the first step towards ubiquity. The rea-
son for this is threefold. First, different tasks may be sharing
the same space and time. Second, a number of tasks may
have to be handled cooperatively by multiple users. Third,
different users may handle similar tasks in different ways.
Thus, the next step in enabling context recognition on a
large scale is to develop concepts that can deal with the het-
erogeneity of tasks and users inherent in the vision of ubiq-
uitous computing. Dealing with this heterogeneity results
in three novel research challenges. The challenges can be
summarized as the dynamic integration, privacy-preserving
cooperation and automatic personalization of context recog-
nition systems. In this paper, we motivate and describe
these challenges and outline possible ways to address them.

The remainder of this paper is structured as follows. Next,
we describe existing context recognition systems for personal
mobile devices and we outline their capabilities and scope.
In Section 3, we motivate the need for supporting the hetero-
geneity of tasks and users in order to enable ubiquitous con-
text recognition on a large scale. From this motivation, we
derive three novel research challenges and we outline ways to
address them in Section 4. Finally, in Section 5, we conclude
the paper with a summary and an outlook.

2. RELATED WORK
There exist a number of context recognition systems for

personal mobile devices. Some examples are [14], [15], [19],
[12], [11], [21], [4]. These and many alike systems are man-
ually fine-tuned for particular application and therefore are
able to detect the fixed set of characteristics that has been
determined at design time. As a result, these systems can-
not be adapted to dynamic environments which a user might
experience in a daily routine. These systems use built-in sen-
sors in mobile phones to recognize the required context. For
instance, CenceMe [14] uses microphones and accelerome-
ters to determine user context which is then injected into
social networking websites. Nericell [15] uses accelerometers
and microphones to detect road conditions. Vtrack [19] uses
location sensors to identify road traffic congestions. Sound-
Sense [12] uses a microphone to identify different types of
sounds in the surrounding.

Apart from the systems mentioned above, there also ex-
ist a number of rapid prototyping tools for developing con-
text recognition applications. Examples include [18],[2],[9].
For instance, [18] is targeted at context recognition with
pre-deployed sensors and provides a uniform abstraction for
applications to access and use context information by hid-
ing the actual context sensing and its interpretations from
the applications. [2] is targeted towards motion recogni-
tion using wearable systems. It provides functionalities to
develop distributed context recognition systems as well as
reusable components, parametrizable algorithms, filters and

classifiers. BetelGeuse [9] is a data gathering and process-
ing open source platform targeted towards mobile phones
with varying hardware capabilities. It consists of a minimal
core that can be extended by plug-ins. The core relies on a
black-board architecture that can be configured during start
up phase, however, at runtime it cannot be adapted.

These and many other existing context recognition sys-
tems are well-suited to provide accurate information of their
desired context. And since they are fine tuned, they re-
quire a minimal set of resources to perform their tasks. But
despite this fact, they can only detect a narrow set of con-
text characteristics. The main limiting factor is the resource
constraint nature of personal mobile devices. Recently, there
has been some work for minimization of power consumptions
for context recognition systems on personal mobile devices.
Examples include [8],[20],[3] which try to avoid unnecessary
computations by deactivating parts of a recognition stack
that are not needed. To do this, they identify the required
stack on the basis of the current context or additional models
of the user behavior.

The above mentioned approaches prove the applicability
of personal mobile devices for context recognition, but, as
we discuss in the following, they do not provide a generic so-
lution that supports the everyday tasks envisioned by ubiq-
uitous computing.

3. UBIQUITOUS RECOGNITION
Although, the existing systems clearly indicate the viabil-

ity of context recognition with mobile devices in specific sce-
narios, the vision of ubiquitous computing extends beyond
the boundaries of a single scenario as it envisions seamless
support for everyday tasks. As a consequence, practical con-
text recognition for ubiquitous computing must be able to
support a broader range of tasks and users. To clarify this,
we analyze the characteristics of a number of motivating ex-
amples in the following and discuss arising issues. Thereby,
we start with issues resulting from task heterogeneity, fol-
lowed by a discussion of heterogeneity with respect to users.

3.1 Heterogeneous Tasks
During the course of day, most users are involved in sev-

eral tasks that stretch multiple scenarios such as working
at the office during the day, shopping in the afternoon and
reviewing papers at home in the evening. When looking at
a more fine-grained resolution, the tasks are not necessarily
tied to a particular location and they may be interleaved in
an arbitrary order. In fact, sometimes they may be even
executed in parallel. For example, a user may extend the
shopping list in the office if additional items come to the
user’s mind. Similarly, the user may print the papers for re-
view in the morning and may try to finish some office work
at home. As a consequence, it is not possible to separate
different scenarios such as context recognition at work and
at home using space or time. Instead of supporting them
separately, they must be treated in an integrated manner
which can be complicated, especially, when considering that
different types of users require the integration of different
types of scenarios. In fact, when looking at a larger time
scale, even the same user may require this. As a simple
example consider a user that switches jobs.

Another issue arises from tasks that are performed coop-
eratively by multiple users. For such tasks, it may be hard or
even impossible to detect the relevant characteristics of the



context using one personal mobile device. Instead, it may
be necessary to combine inputs from multiple devices. As
an example consider a presentation. Given a single device,
it may be hard to determine the presenter. However, when
combining the context gathered by multiple devices, detect-
ing the presenter can be significantly simpler. To do this,
the devices of the participants could cooperatively try to de-
tect the presenter as the person whose device is receiving the
speaker with the highest signal level or as the device that is
facing the audience. However, the collaborative recognition
requires that devices are able to interact with each other
spontaneously.

3.2 Heterogeneous Users
In addition to the heterogeneity of tasks, another source of

heterogeneity are users. Even when looking at a particular
task of a single scenario, different types of users may han-
dle them differently. As a result, the recognition stack that
is used for context recognition may have to be customized
specifically for each type of user to achieve a satisfactory
precision. As an example consider two types of office work-
ers, a manager and a staff member, whose meetings should
be recognized automatically. Usually, the manager organizes
meetings in order to distribute information to a number of
staff members. Thus, they are scheduled well in advance and
the meetings take place in a special meeting room. The staff
member, on the other hand, participates in ad hoc meetings
that are used to coordinate the current work. Thus, the
meetings are not planned ahead of time but they are called
in when they are needed. Furthermore, the meetings have
only few participants and they might be held in an office of
one of them. Clearly, detecting these two types of meetings
require different recognition stacks as they require the detec-
tion of different low-level context characteristics in order to
properly recognize a meeting. For the manager, a classifier
could combine information from a room reservation system
with the current time and location of the manager. For the
staff member, a classifier could combine the number of staff
members in the office. Obviously, for two types of work-
ers, it may be possible to derive a common classifier that
combines the low-level characteristics to detect both types
of meetings. However, with an increasing number of user
types, this approach cannot be applied without a consider-
able waste of resources.

4. CHALLENGES
In the following, we identify three novel challenges that

arise when applying context recognition with personal mo-
bile device to ubiquitous computing. Thereby, we discuss
how they are tied to the specifics of ubiquitous recognition
described previously. The challenges can be summarized as
dynamic integration, privacy-preserving collaboration and
automatic personalization of context recognition systems.
After identifying these challenges, we structure them more
clearly and we outline possible approaches to tackle them in
the consecutive subsections.

As indicated previously, the interleaving and parallel ex-
ecution of tasks from different scenarios requires an inte-
grated treatment of multiple scenarios. The simplest form
of integration would be to execute the recognition systems
for all scenarios at all times. While this approach would
be easy to realize, it is clearly not efficient with respect to
resource utilization. The reason for this is that in many

cases, the recognition systems would try to detect similar
context characteristics which would result in duplicate mea-
surements and computations. To avoid this, it is possible
to manually integrate different systems. However, this ap-
proach suffers from the associated cost in terms of develop-
ment effort. Furthermore, given a large number of scenarios,
supporting all possible combinations is simply not feasible.
To combine the efficiency of manual system integration with
the simplicity of parallel execution, it is necessary to develop
system software that takes care of the dynamic integration of
different context recognition systems in an efficient manner.

To support collaborative tasks, it is necessary to extend
recognition systems with the ability for cooperation. Intu-
itively, this raises a number of traditional questions that are
typically addressed in the research area of distributed sys-
tems. Starting from basic communication, the issues encom-
pass dynamic device discovery and support for spontaneous
and interoperable interaction. Yet, such issues have been ad-
dressed already by a number of existing middleware systems
for ubiquitous applications such as [7] or [1]. In addition to
basic communication it is necessary to address consistency
issues stemming from distributed observations which can be
tackled by means of time synchronization [17], for example.
A novel issue raised by collaboration results from the poten-
tially sensitive nature of information that needs to be shared.
As a result, achieving acceptance for collaboration among
a broad spectrum of users requires additional concepts for
privacy-preserving cooperation. A key issue thereby is sup-
port for a maximum degree of automation in order to enable
safe as well as distraction-free collaborative recognition.

To efficiently support a broad range of users, it is nec-
essary to adapt the context recognition to their behavior.
Given the limited amount of resources available on most
personal mobile devices, it seems to be hard – if not im-
possible – to develop generic recognition systems for more
complex characteristics. An alternative to genericity is per-
sonalization. Thus, instead of developing generic systems it
becomes necessary to develop specialized variants that work
for different types of users. Intuitively, when the system de-
velopment and optimization must be done manually by a
developer, this approach results easily in an impossibly high
development effort. To avoid this overhead it is necessary
to develop tools to support automatic personalization.

4.1 Dynamic Integration
As mentioned above, the dynamic integration of different

context recognition systems is required to provide an inte-
grated treatment of parallel or interleaved tasks. In order to
support dynamic integration, different context recognition
systems are required to coexist and interoperate on the same
device. Yet, due to the fact these systems are usually devel-
oped in an ad hoc manner, they do not provide means for
cooperation with one another, thereby, limiting the required
interoperability. However, simply gluing together various
context recognition systems on a single device is not feasible
due to the resource constraints of personal mobile devices.
A closer look into context recognition systems reveals that
there are a number of common functionalities performed by
their recognition stacks mostly located at the lower level
which can be exploited to perform integration in an efficient
manner.

To dynamically integrate different context recognition sys-
tems in a more efficient manner, it is necessary to expose the
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Figure 1: Component-based approach for dynamic
integration

system structure in such a way that it can be analysed at
runtime. This allows the automated detection of redundant
or similar functionalities in the recognition stacks employed
by different systems. In addition, the systems need to ex-
pose tuning knobs that enable modifications to the struc-
ture. These can then be used to remove the redundant and
similar functionalities to reduce the waste of resources stem-
ming from duplicate measurements and computations.

To support both, the exposition and the modification of
the structure, it is possible to use a uniform component-
based approach for stack development in which the algo-
rithms used for context recognition are implemented as reusable
components that are wired to detect a particular character-
istic. This, on one hand, allows the development of recogni-
tion stacks by different developers in isolation. On the other
hand, it provides a low analysis effort for recognition stacks
at runtime. A simple example for this is shown in Figure 1
which depicts two context recognition stacks to detect the
characteristics Y and Z. By runtime analysis of the compo-
nents and their wiring, we can identify redundant function-
alities such as the chain of components consisting of Sensor
B, PreProcess D() and PreProcess E() which are common
in both stacks. By rewiring the components at runtime, it
is possible to avoid duplicate components, thus, reducing
wasteful duplicate computations.

Although, this simple example already indicates the over-
all idea, when considering more realistic stack configurations
it should be clear that the presence of identically config-
ured chains of components is likely to be an exception. In-
stead, we can expect that the isolated development of recog-
nition stacks will usually rather result in similar wirings with
components that are parametrized differently. As a simple
example consider that one system might try to detect the
location of the device more frequently than another one.
In order to deal with such cases, it is necessary to merge
the parametrizations in a desirable manner. For example,
one could merge localization stacks by detecting location at
the higher frequency. However, in the general case, finding
an appropriate configuration that satisfies the needs of all
stacks can be complicated. Thus, doing this requires the
development of appropriate parameter models for different
types of components as well as the development of the asso-
ciated analysis algorithms.

4.2 Privacy-preserving Cooperation
To support the detection of complex context characteris-

tics, it may be unavoidable to perform the context recog-
nition collaboratively using several personal mobile devices
that may not be owned by the same user. For such a col-
laboration, devices must share their gathered sensor data
with each other. An unlimited sharing that includes all
available information is on the one hand very inefficient and
on the other hand imposes several privacy issues. In many
cases, the information may contain highly sensible informa-
tion that can be used to guess the current context of a user.
A built-in microphone, for example, may allow other devices
to overhear spoken words and therefore get private informa-
tion. Thus, it is necessary to restrict the access to shared
information only to trusted devices. Thereby, it is notewor-
thy to mention that different devices might have different
trust levels, so that some information will only be shared
with a few trustworthy devices whereas other information
may be shared more freely.

Context-sharing enabled devices must be able to answer
the question which information should be shared with whom.
This question can be automatically answered, if the de-
vice has a fine-grained privacy policy that contains both
the trusted devices and the context characteristics allowed
for sharing. Additionally, a device needs mechanisms that
enforce this policy as shown in Figure 2.

The contents of a policy are typically user and thus, de-
vice dependent. Many users have different opinions about
what kind of context should be regarded as private and not
every device supports all context characteristics. As a con-
sequence, we can expect that some policies might be more
restrictive than others. To make things worse, the current
situation of the user might have an influence on his current
context sharing policy, so it must be updated regularly. This
dynamic nature and the dependency on the user does not
allow to create one static policy that is valid for every de-
vice, user and situation. Instead, a user dependent policy is
necessary that can be updated according to the changes.

The manual creation of this kind of privacy policy, is al-
ready a tough task for the user. For manual creation, a
user must think of all different context characteristics that
could appear and define a fine-grained access control scheme.
Additionally, groups of users must be defined and be given
different access rights to the characteristics. If new users
appear, they must be inserted in the present scheme with-
out creating inconsistencies. A similar process will occur,
if a new context characteristic is discovered. Thus, using a
manual approach for policy creation, the user would be busy
creating a policy and the achievable benefit from collabora-
tion may be less than the loss of time that was needed for
creating the policy.

To avoid the overhead of manual policy creation while
supporting the privacy-preserving sharing of context infor-
mation, it is necessary to automate the generation of the
privacy policy. Using social networking sites, where users al-
ready define their privacy preferences with regard to several
types of context information (including current location and
private images), it could be possible to obtain user groups
and access rules for context information. In fact, there al-
ready exist approaches such as the privacy wizard described
in [5] which try to extract policy information from a social
networking site. However, these approaches must be ex-
tended in order to support the automatic generation of con-
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text sharing policies since they only consider the aggregated
context of social networking sites and not the fine-grained
context of physical sensors. Several approaches that share
sensor data without considering privacy, like [10], show that
this challenge is still not fully addressed by the research com-
munity and therefore remains a valid research challenge.

Besides from policy generation, the mechanisms that are
necessary to enforce the policy should also be fully auto-
mated. Thereby, the mechanisms should enforce the policy
while preserving the privacy. For example, if it is necessary
to detect whether a device belongs to a specific user group,
doing so should not reveal the existence of the group nor the
associated access rights. Therefore, new protocols need to
be developed which enforce the policy, i.e. are gathering the
needed information from other devices, looking up the access
rights specified in the policy and finally share this informa-
tion in a way that it cannot be gathered by unauthorized
devices.

4.3 Automatic Personalization
To support a broad range of different user types, it is nec-

essary to automate personalization with the help of off-line
tools. Just like dynamic integration, this requires a com-
mon structure for recognition stacks that can be generated
or manipulated in a generic fashion. Furthermore, it requires
models to express desirable balances between different goals
such as resource consumption or recognition accuracy. In
addition, automation requires representative traces of sensor
readings that are augmented with descriptions of the charac-
teristics that should be detected at different times. However,
existing systems such as MyExperience [6] already provide
the ability to generate such augmented traces.

Based on the ground truth provided by the traces, a tool
for automatic personalization could try to optimize an exist-
ing stack or ideally even synthesize a number of alternative
stack configurations to recognize the desired characteristics
considering various trade-offs. If the stacks are modelled as
a parametrized wiring of components, the tools would have
to modify the parametrization to optimize an existing stack
and they would have to compose a wiring to synthesize new
stacks as shown in Figure 3. Clearly, for both cases, the
number of alternatives grows fast and exponentially with
the number of parameters and the number of components
that have to be considered. Thus, it is necessary to develop
effective search algorithms.
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Configuration
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Figure 3: Tool support for automatic personaliza-
tion

A simple approach may be the reuse of existing search al-
gorithms and heuristics which can be found in the domain
of artificial intelligence and operations research. However,
to avoid both, the overhead of a complete search and possi-
ble imprecisions of heuristics, a better alternative could be
the development of parameter models for optimization as
well as the integration of data mining tools such as Rapid-
Miner [13] for synthesis. A parameter model could express
dependencies between parameters and goals or specific pa-
rameter behavior such as monotonicity to restrict the search
to relevant parts of the search space. As a simple example
consider that reducing the sampling rate of a sensor is not
likely to improve the detection accuracy, in general. Sim-
ilarly, it is unlikely that increasing the sampling rate re-
sults in a reduced resource consumption. For the synthesis,
the integration of data mining tools could limit the search
to compositions that use data that is correlated to the de-
tectable characteristic. Although this might not be sufficient
to enable a fully automated synthesis of a recognition stack,
combined with a toolbox of frequently used sub-wirings, it
may be sufficient to simplify the process such that it can be
done by an advanced user.

5. CONCLUSIONS
Ubiquitous computing envisions seamless and distraction-

free support for the everyday tasks of users. To achieve this
objective, ubiquitous applications must be able to adapt to
the context of their users. This raises the need for auto-
mated context recognition. Personal mobile devices provide
a promising basis to support automated context recognition
on a large scale. However, existing context recognition sys-
tem usually focus on recognizing a small set of characteristics
in a narrowly defined scenario.

The heterogeneity of tasks and users originating from the
vision of ubiquitous computing raises a number of novel re-
search challenges in context recognition with personal mo-
bile devices. In this paper, we identified the dynamic in-
tegration, the privacy-preserving cooperation and the auto-
matic personalization of context recognition systems as up-



coming challenges in ubiquitous context recognition. Fur-
thermore, we have outlined how these challenges can be ad-
dressed.

Currently, we are working towards solutions for the dy-
namic integration of context recognition systems as well as
the privacy-preserving cooperation. The results of this re-
search will be incorporated into the NARF Adaptive Recog-
nition Framework [16] which aims at providing a generic
context recognition platform for ubiquitous applications.
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